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Abstract 

In this study my goal is to define the concept of continuity and to uncover its important in the topological knowledge space. 

Moreover, I introduce pedagogically sound concept of continuity for the topological knowledge structure modeling a 

students’ learning and the important theorems are proofed. Indeed, some definitions are presented and theorems are proofed. 

Consequently, it is proofed that in the topological knowledge spaces as a result of continuity well-graded, learning smooth 

and accessible have been kept in continuity. Thus, a minimal set of requirements for a knowledge structure whose emphasis 

is the modeling of students' learning can be described as a minimal set of requirements for making up a different knowledge 

space. 
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Introduction 

At the inception, the ambition of Knowledge Space Theory was to offer a sound combinatoric 

framework to design an efficient machine for the assessment of knowledge (Doignon & Famagne, 

1985; Doignon & Famagne, 1999). The field of knowledge, or “domain”, is simply identified with the 

full collection of items. A student’s mastery, or “knowledge state”, is the subset of items that she can 

answer correctly. The family of feasible knowledge states defines the “knowledge structure” (Cosyn & 

Uzun, 2009). Topological knowledge space is to enable the evaluation of knowledge state 

topologically. The continuity in topological knowledge space is to enable to translate the different 

knowledge spaces. Thus, a minimal set of requirements for a knowledge structure whose emphasis is 

the modeling of students' learning can be described as a minimal set of requirements for making up a 

different knowledge space (Cosyn & Uzun, 2009). For this definition, it is required that there exists a 

continuity function have kept features well-graded, learning smooth and accessible in topological 

knowledge space. 

Definition 1.1. A knowledge structure is a pair  ,X  in which X  and   is a family of subsets of 

X , containing at least X  and the empty set  . In this situation   is called the indiscrete knowledge 

structure. 

1) A knowledge structure   is called under union  

 (that is, for any two states  21, , we have   21 ). 

2) For any finite subsets ),...,2,1( nii  , we have   i  

If there are the above two conditions on knowledge structures, we say that   is a topology for X  and 

a pair  ,X  is called topological knowledge space. 

The two conditions, which are of a different nature, have played a role in the assessment procedures 

and the probabilistic learning models developed by Falmagne (Falmagne, 1989; Falmagne 1993). 

Definition 1.2. A knowledge space (X,2) is well-graded if, for any BA, , there exist a finite 

sequence of sets BA n   ,...,, 10 in  such that 

,) kBAi  and 

kiii ii ,...,2,1,1) 1    
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Where   denotes the standard symmetric difference between sets. The sequence of sets 

BA n   ,...,, 10  satisfying these conditions is called a tight path between A and B (Cosyn & 

Uzun, 2009). The condition of closure under union has been main requirement on a knowledge 

structure. It is a fairly reasonable expectation on the family of knowledge states: If there is a student 

knowing exactly the items in K  and another knowing exactly the items in K  and another knowing 

exactly the items in L then we may expect that there could be a student knowing exactly the items 

in LK  , and the two statements could talk to other students one by one and he brings his knowledge 

state to LK  . The knowledge structure is transformed into topology by the method allows them. 

Well-graded has been the other requirement on the topological knowledge space.  

The Continuity 

There is a considerable number of auxiliary concepts which play a role in connection with topological 

knowledge spaces. One of the most important concepts is the continuity which we shall need is 

included in this section on the topological knowledge space. Some learning situation can be explained 

on the topological knowledge spaces by the continuous surmise mapping. First of all, we shall define 

some definition. 

Definition 2.1. Let  ,X  be a topological knowledge space. For any knowledge state A  

),...,3,2,1(   nkAk  the greatest subset k  is called inner of A  and is shown by
o

A . 

),...,3,2,1(   nkA k  the smallest closed set k is called closure of A and is shown by 
_

A . 

Definition 2.2. Let  ,X  be a topological knowledge space, for any  k , the element k  is called 

open set on this space. The complement of set A  is called closed set. 

Definition 2.1. implies that the inner of A represents the most advanced material that a student in state 

A  masters, and the closure of A  represents the material that the same student is ready to learn. 

A knowledge structure is learning smooth if, for any two states LK  , there exists a tight path from 

K  to L  (Axiom 2 in Cosyn & Uzun, 2009). 

Definition 2.3. A knowledge structure is accessible if, for any state K , there exists a tight path from   

to K . 

Here after, it is shown that the continuity allows well-graded, learning smooth, and accessible on 

topological knowledge space.  

Definition 2.4. Let  11,X ,  22 ,X  be topological knowledge spaces and let 21: XXf   give 

surmise mapping.  

A surmise mapping f  of a topological knowledge space  11,X  into a topological knowledge space 

 22 ,X  is continuous if and only if the inverse image of any open subset of 2X is an open subset of 

1X . 

A more interesting property of knowledge structure is that of well-gradeness (Falmagne & Doignon, 

1988 and Falmagne, 1989) 

Definition 2.5. A knowledge structure K  on X is said to be well-graded if for any Kk  ,  

k ≠ Ø  k \ {x} K, x  k, 

k ≠ X  k  {y} K, y  X \ k, (Koppen, 1998). 
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Theorems 

Some theorems are to explain the role of continuity. Those shall help to explain well-graded, smooth 

learning and accessible in two different topological knowledge spaces.  

Theorem 3.1.  11,X ,  22 ,X  are topological knowledge spaces and let   surmise mapping f  be 

continuous and bijective ),(),(: 2211  XXf  , 1  is well-graded if 
2  is well-graded.  

Proof. 12 ØØ    

i)    21020   KqKandK , 02 \ KXq  

  10

1

0   KfL  and 

         10

1

0

1

0

1   tLqfKfqKf  

  1011010 L\,   XttLandL   

ii)    020   , x\ KxK   

    0

1

10

1

0   and LyxfKfL     

     




 

  xKfKf 0

1

0

1 x\  

       




 

  xfKf 1

0

1
 

   10 y\  L . 

Hence, 1  is well-graded.  

Let the knowledge states in the two different terms have got a bijective structure. Under this initial 

condition, the theorem means that we think that, if students’ topological knowledge space is well-

graded at the second term, their topological knowledge space is well-graded at the first term. It means 

that. For instance, when we investigate the concept of length and area. If students’ knowledge state is 

well-graded in the areas of square, rectangle, and then their knowledge state is well-graded in the 

length of segment. 

Theorem 3.2.  11,X ,  22 ,X  are topological knowledge spaces and let a surmise mapping f be 

continuous and bijective, 1  is learning smooth, if 2  is learning smooth. 

Proof. LK ,
2 , for any two states LK  , there exists a tight path from K  to L . 

LAAAK n  ,...,, 10  

nLK   

11  ii AA , ni ,...,2,1  and 210 ,...,, nAAA  

By the continuous maps f , there exists  

  1

1 

ii BAf , ni ,...,2,1,0 . 

Since the surmise mapping f  is bijective 

      11

1

1

1 \\ 





  iiiiii AAAAfAAf  

     1

1

1

1 \\ 





  iiii AAfAAf  

  




 






 

 







1

1

1

1

iiii AAfAAf  
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     











 













 

 







1

111

1

1

iiii AfAfAfAf  

 




 






 

  11 iiii BBBB  

      11 \\   iiii BBBB  

  ii BB  1  

11 11   iiii BBAA  

nBB n 0  LBBBK n
 ,...,, 10  

    LLfKfK   11
 

For any two states LK   there exists 1,  LK . It shows that there exists a tight path from K   

to L  . On the other hand, 1  is a learning smooth? The learning smooth ensures that student can learn 

new items on time whatever her mastery is. She always might be in stage of learning. Students can 

smooth in their learning with the modeling, which is a technique of modeling, if their mastery is a 

learning smooth. They can get better the level of developing knowledge state whichever her mastery 

is. 

Theorem 3.3. Let  11,X  and  22 ,X  be topological knowledge spaces. We think that a surmise 

mapping    2211 ,,:  XXf   is continuous and bijective. If 2  is accessible, 1  is accessible. 

Proof. For any 2K  and 2  . There exists a sequence of knowledge states ∅, K0, K1,…, Kn 

   1f  and   LKf 1
 

  iiii LLKKf  



11

1
, As a surmise mapping f  is a continuous and bijective, it can be obtained 

that  

iiii LLKK   11 1 .  

This shows us that for any 1L , there exists a tight path from   to L . Then 1  is accessible. 

Accesssibleness expresses us that a student can progress in knowledge space by utilizing from 

different processing while she obtains knowledge states. After these theorems, we can reach following 

results. 

Results 3.1. The topological knowledge spaces  11,X and  22 ,X , well-gradedness covers 

learning smooth and accessible. 

Results 3.2. If the topological knowledge spaces  11,X and  22 ,X  are learning smooth, one is 

well-graded and accessible but the other one may not be well-graded and accessible. 

Homeomorphic Space and Homeomorphism 

We need to know the definition of homeomorphic space and homeomorphism. Thus, we can decide 

the property which is topological property or not.  

Definition 4.1. If a surmise mapping    2211 ,,  XX f  is bijective, open and continuous, the 

surmise mapping f  is called a homeomorphism and the topological knowledge spaces  11,X  and 

 22 ,X  are then said to be homeomorphic. On the other hand, a homeomorphism is a continuous 

bijective surmise mapping    2211 ,,  XX f  whose inverse is continuous. If a surmise mapping 

f  is a homeomorphism, it provides the following conditions, 

the surmise mapping f is bijective. 
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i)         a)    1111 yfxfyx   

b)     xfXx 1

2   

the surmise mapping f is open.  

  ii)    21   AfA    

the surmise mapping f is continuous. 

  iii)    1

1

2    BfB .   

 Let the topological knowledge spaces  11,X  and  22 ,X  be homeomorphic. If the topological 

knowledge spaces  22 ,X  and  11,X have got a property P at the same time, such property is 

called topological property. 

Theorem 4.1. The well-gradedness is a topological property. 

Proof. The theorem 3.1 states that 1 is a well-graded, if 2  is a well-graded and the surmise mapping 

   2211 ,,  XX f  is continuous and bijective in the theorem 3.1. Henceforth, we can complete 

the proof if we show that the surmise mapping is open. 

 

i)   21   AfA  nBA   

ƒA∆B= ƒ [A\B  B\A] 

   = ƒ A\B  ƒ A\B] 

     ABfBAf   

         AfBfBfAf   

 

     22 ,   LBfKAf  

 

     22 ,   LBfKAf  

 

              KLLKAfBfBfAf   

     =K\L  L\K 

     nLK  . 

 

ii) niAAA iii ,...,2,1,1 11    and   ,ii LAf   

 

        ...\\ 111   iiiiii AAAAfAAf  

    

          11 
 iiii AfAfAfAf  

    1-ii1 L\L\ ii LL    

 11   ii LL . 

It is obvious that when the surmise mapping f  is an open surmise mapping, well-graded is preserved 

by it. Therefore, well-graded is a topological property. 
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Theorem 4.2. The learning smooth is a topological property. 

Proof. The theorem 3.2 states that 1  is a learning smooth, if 2  is a learning smooth and the surmise 

mapping    2211 ,,  XX f  is continuous and bijective in the theorem 3.2. In case of being an 

open mapping f , we need to show that learning smooth is preserved. 

i)   21   AfA . 

Given 1, LK  and for any two states LK   . There exists a tight path from K  to L . 

LAAAK n  ,...,, 10  nLK   

11  ii AA , nİ ,...,2,1  and 110 ,...,, nAAA  

  2 ii BAf  (for f is an open mapping) 

      1-ii11 A\A\ iiii AAfAAf    

 




 






 

  11 iiii AAfAAf  

     











 













 

  11 iiii AfAfAfAf  

 




 






 

  11 iiii BBBB  

      11 \\   iiii BBBB  

  ii BB  1  

11 11   iiii BBAA  

nBB n 0  LBBBK n
 ,...,, 10  

    LLfKfK   11
. 

For any two states LK  , there exists 2,  LK . Therefore, it shows that there exists a tight path 

from K   to L . As a result of this 2  is a learning smooth. Now that, an open surmise mapping f  

preserves the learning smoothness so learning smooth is a topological property. 

Theorem 4.3. Accessible is a topological property. 

Proof. The Theorem 3.3 states that 1  is accessible if 2  is accessible and the surmise mapping 

   2211 ,,  XX f  is continuous and bijective in the theorem 3.3. For being complete the proof, 

in case of being an open mapping f , we need to show that accessible is preserved. 

i)   21   AfA ,  

given any 1K  and 1  . There exists a sequence of knowledge state like that 

KKKK n  ,...,, 10 . 

niKKnKK iin ,...,2,1,1, 10    

    200   LKff  and     2 LLKfKf nn  

  111   iiii LLKKf . 

Thus, it is shown that for any 2L  there exists a tight path from  to L . Therefore 2  is accessible. 

Accumulation Point  

The concept of accumulation point shall help to define the other topological concepts on topological 

knowledge spaces. Some of them are dense of knowledge state, separable knowledge space. Using the 
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concept of the accumulation point (or the limit point), we can determine an item which is an 

accumulation point. Thus, as students are correctly answering this item, this item is luminous.  

Definition 5.1. In the topological space  ,X  every open sets i  contains a  is often called an open 

neighborhood or a neighborhood of a . It is defined by 

    AAaAaN ,  

Definition 5.2. In the topological space  ,X , given XA  . Then a point x  of X  ( which may or 

may not be a point of A ) is called an accumulation point of A  (or limit point of A ) if every 

neighborhood of x  contains at least one point Ay  distinct from x  (Kreyszig, 1989). 

 

       AxN ii x\ a point x  is an accumulation point of A  ),...,2,1( ni   

 

Theorem 5.1. If every element of a knowledge state i  is an accumulation point, the topological 

knowledge space is not well-graded. 

Proof.      x\iK  for Kx and  xNi  . 

We obtain that  

iyx ,  , Kyx ,  and  i   

   
  K\,y

x\,x\
  

XyK

KK
Kyy

i

ii

i








  

It is explain that when the student’s knowledge state is exactly items that she can answer correctly, she 

is not affected by topological knowledge space is well-graded. 

 

DISCUSSION 

In this study, we introduce the main theorems whose emphasis is the important of continuity in the 

modeling of students’ learning. The fact that two topological knowledge spaces are equivalent to each 

other by the continuous mappings which allows well-graded. Thus, the continuity lets the two 

topological knowledge spaces provided a stronger pedagogical ground for their use in the application 

of knowledge structure theory. Theorem 2.10 in Doignon and Falmagne (1999) states that a 

knowledge space is well-graded if and only if all learning paths are gradations. Lemma 4.4 in Koppen 

(1998) states that a knowledge space is well-graded if and only if it is accessible. From the continuity 

we conclude that the theorem and the lemma invariably carry over to topological knowledge spaces 

each other. It can be searched that the continuity lets the accumulation point investigated on the 

topological knowledge spaces. It can be also searched that the existent of accumulation point is 

topological property on the homeomorphic spaces or not. 
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